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ABSTRACT

This paper addresses the challenge of developing robust object
detection systems in the context of Valve’s Counter-Strike by in-
troducing a novel, high-quality dataset generated using a complex
image generator built within the Unity game engine. This generator
mimics the original game’s environment and character interactions,
capturing the complexity of in-game scenarios. The dataset pro-
vides a valuable resource for training models like the YOLOv9
algorithm, which we employ to develop an object detection system
that achieves high precision and recall, in turn proving the usability
of our dataset. Our dataset and demonstrated model could be used
for object detection in future multi-modal autonomous agents, like
the one we propose at the end of the paper.
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1 INTRODUCTION

Artificial intelligence (AI) has opened new possibilities in gaming,
with achievements like AlphaGo and AlphaStar mastering complex
environments [3, 13]. These advances have sparked interest in
applying Al to automate popular games. For fans of first-person
shooters like Valve’s Counter-Strike [12], this raises questions about
Al-driven gameplay in fast-paced, strategic environments [4].

The primary problem addressed in this paper is the develop-
ment of a robust object detection system for Counter-Strike, which
is a crucial component for creating autonomous agents capable
of human-level gameplay. Traditional approaches have relied on
manually labeled datasets, which are time-consuming to create and
often struggle to keep up with game updates. Additionally, previous
attempts at developing Al agents for Counter-Strike have typically
employed single, monolithic neural networks, leading to mixed
results in terms of performance and adaptability.

In response to these challenges, we propose a novel solution: a
high-quality, automatically generated dataset created using a com-
plex image generator within the Unity game engine. This dataset is
designed to train object detection models like YOLOv9 [14], which
we use to identify enemy players in Counter-Strike. Furthermore,
we suggest that this dataset can be a foundation for multi-model
agent architectures, which could offer more robust and adaptable
Al systems for gaming.

The structure of this paper is as follows: First, we provide a
detailed overview of the methodology used to generate the dataset

and train the object detection model. Next, we present the results of
our experiments, demonstrating the effectiveness of our approach.
Finally, we discuss the potential applications of the dataset in multi-
model systems and conclude with suggestions for future research.

2 METHODOLOGY

2.1 Overview of Dataset Generation

This section outlines our approach to generating a dataset for train-
ing an object detection model in Valve’s Counter-Strike. Using
Unity, we closely replicated in-game environments and charac-
ters to ensure the training data accurately reflects real gameplay
conditions.

2.2 Image Generation Pipeline

Our image generation pipeline was built for flexibility and iterative
improvement, allowing quick updates to enhance model training
and evaluation. This approach was key to creating a diverse and
robust dataset with various in-game scenarios (see Figure 1).
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Figure 1: Object detection with image generation pipeline

2.3 Detailed Environment and Character
Simulation

A critical aspect of our dataset generation process was ensuring that
the simulated environments and character models closely resembled
those in the actual Counter-Strike game, similar to approaches
using synthetic data in Unity and Unreal engines for realistic object
detection [1, 10].

2.3.1 Lighting and Rendering. We used Unity’s High Definition
Render Pipeline (HDRP) [11] to recreate the complex lighting condi-
tions of Counter-Strike. Realistic lighting made the dataset closely
mirror the game, helping the model generalize to real gameplay.

2.3.2  Character Positioning and Inverse Kinematics (IK). To create
realistic and varied character poses, we applied Inverse Kinematics
(IK) algorithms[15]. IK enabled dynamic posing of characters in
natural scenarios like aiming, shooting, and navigating.
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